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Resumo. Este trabalho apresenta uma andlise comparativa de Grandes Mode-
los de Linguagem (LLMs) aplicados a um agente conversacional que utiliza a
técnica de Geragcdo Aumentada por Recuperagdo (RAG). O estudo foi realizado
na plataforma Inithub, utilizando dados reais de estudantes e dados sintéticos
gerados por automagdo para simular diferentes cendrios de uso. Foram avali-
ados trés modelos de iiltima gera¢do: OpenAl GPT-5-Chat, Google Gemini 2.5
Pro e Anthropic Claude 3.5 Sonnet. A validagdo utilizou o framework Ragas,
focando nas métricas de Fidelidade (Faithfulness) e Relevincia (Answer Rele-
vancy). Ao final, sdo discutidos os diferentes comportamentos observados em
cada modelo e como essas caracteristicas influenciam a construgdo de assisten-
tes virtuais para gestdo de inovacado.

Abstract. This work presents a comparative analysis of Large Language Models
(LLMs) applied to a conversational agent utilizing Retrieval-Augmented Gene-
ration (RAG). The study was conducted on the Inithub platform, using real data
from students and synthetic data generated via automation to simulate different
usage scenarios. Three state-of-the-art models were evaluated: OpenAl GPT-5-
Chat, Google Gemini 2.5 Pro, and Anthropic Claude 3.5 Sonnet. The validation
used the Ragas framework, focusing on Faithfulness and Answer Relevancy me-
trics. Finally, the work discusses the different behaviors observed in each model
and how these characteristics influence the development of virtual assistants for
innovation management.

1. Introducao

A evolugdo crescente dos Grandes Modelos de Linguagem (Large Language Models
- LLMs) transformou o cendrio tecnoldgico global, impulsionando a adocao acelerada
de Inteligéncia Artificial em diversos setores [McKinsey & Company 2024]. No en-
tanto, [Zhao et al. 2023]], apesar da capacidade de gerar textos coerentes, esses mode-
los ainda possuem limitagdes intrinsecas, principalmente quando aplicados em tarefas
que exigem conhecimentos especificos. Por serem treinados em grandes volumes de
dados publicos, quando colocados em situacOes em que contextos privados e regras
de negdcios sdo exigidos, acabam gerando respostas imprecisas ou nao fundamentadas
[Brown et al. 2020, J1 et al. 2023]].

Nesse contexto, surgiu a necessidade de ter mecanismos que permitissem as LLMs
acessar informacoes externas. Dessa forma, a arquitetura RAG (Retrieval-Augmented Ge-
neration) vem sendo cada vez mais adotada pela industria. Conforme [Lewis et al. 20201,



nessa abordagem, um mecanismo de recuperacdo busca documentos relevantes em uma
base externa e os fornece como contexto para a LLM, aumentando a precisdo e a
fundamentagdo das respostas. Entretanto, conforme [Simon et al. 2024)], o RAG nio é
uma solugdo unica ou monolitica, mas um sistema composto por diversas escolhas de
design, como o tipo de modelo gerador e o método de recuperacdo, o que torna seu de-
senvolvimento altamente experimental. Sendo assim, torna-se essencial medir o impacto
real dessas decisOes para garantir que o sistema seja confidvel e ndo dependa apenas de
casos isolados ou situagdes especificas.

A motivacdo do presente trabalho surge da necessidade de mensurar, de forma
pratica, como a escolha do Modelo de Linguagem influencia a eficicia global de sistemas
RAG, impactando desde a interpretacdo da inten¢do do usudrio até a geracao da resposta
final. Para trazer essa andlise para a realidade, utilizamos o Inithub, uma ferramenta de-
senvolvida durante uma competi¢ao de inovagao tecnoldgica académica (Pantanal.dev). O
Inithub funciona como um repositério de ’iniciativas’, propostas estratégicas para resolver
problemas ou gerar valor organizacional. A plataforma conta com um agente conversacio-
nal que auxilia no cadastro e utiliza RAG para consultar o banco de dados continuamente.
Assim, quando o sistema identifica um contexto similar, ele apresenta a iniciativa en-
contrada ao usudrio, deixando em suas maos a decisdo: seguir com uma nova ideia ou
colaborar com o projeto que ja existe. Além disso, trés LLMs diferentes foram utilizadas
no experimento, variando de acordo com a sessdao do usuario: OpenAl GPT-5-Chat, Go-
ogle Gemini 2.5 Pro e Anthropic Claude 3.5 Sonnet. Dessa forma, podemos ver como as
diferentes capacidades de raciocinio e sintese de cada modelo determinam a qualidade da
experiéncia entregue ao usudrio.

A validagdo do sistema foi feita usando o framework Ragas [Shahul Es 2023]] de-
vido a sua capacidade de ser reference-free, isto €, elimina a necessidade de possuir um
conjunto de respostas ideais humanas (ground truth), algo que raramente esta disponivel
no desenvolvimento 4gil de software. A andlise foca em duas métricas principais: Faith-
fulness, que garante que a resposta seja estritamente derivada do contexto para prevenir
alucinagdes; e Answer Relevancy, que penaliza respostas incompletas ou redundantes.

Este trabalho estd organizado da seguinte maneira: O Capitulo 2 apresenta a
fundamentacgdo tedrica sobre LLMs, a arquitetura RAG e o framework de avaliacdo Ra-
gas. O Capitulo 3 detalha a metodologia, descrevendo a implementagdo do agente no
Inithub, a arquitetura agéntica e o desenho do experimento. O Capitulo 4 apresenta os
resultados quantitativos e qualitativos obtidos. O Capitulo 5 discute esses achados, cor-
relacionando o desempenho observado com as caracteristicas de cada modelo. Por fim, o
Capitulo 6 apresenta a conclusao, limitacdes do estudo e sugestdes para trabalhos futuros.

2. Fundamentacao Teérica

2.1. Grandes Modelos de Linguagem

No campo da inteligéncia artificial generativa, os Grandes Modelos de Linguagem
(LLMs) representam um avango significativo. Possuem a funcdo de processar e gerar
texto de maneira coerente, simulando a forma de escrita e raciocinio humano. Basea-
dos na arquitetura Transformers, proposta por [Vaswani et al. 2017]], esses modelos se
diferenciam de abordagens anteriores por utilizarem um mecanismo de autoatencao (Self-
Attention).



Modelos antigos como RNN ou LSTM processam textos de forma sequencial, o
que tornava o treinamento lento e impunha uma grande limitag@o no que se refere a man-
ter contextos longos na memoria [Bengio et al. 1994, Hochreiter and Schmidhuber 1997]).
O mecanismo de atencdo, por outro lado, permite que a LLM analise todo o contexto
fornecido de uma unica vez, mapeando quais palavras sdo mais relevantes para respon-
der a uma determinada pergunta, mesmo que a distincia entre elas seja grande. Isso €
crucial para aplicacoes RAG, pois permite que o modelo receba grandes volumes de do-
cumentos como contexto e consiga encontrar a informacao correta para gerar a resposta
[Lewis et al. 2020, |Gao et al. 2023]].

2.2. Natureza Generativa e Limitacoes

Apesar da alta capacidade de compreensao, os grandes modelos de linguagem sao pro-
babilisticos, treinados para prever a proxima palavra mais provdvel em uma sequéncia
[Brown et al. 2020]. Logo, as LLLMs ndo ”sabem”de fato a informacao; elas apenas repro-
duzem padrdes linguisticos aprendidos. Isso acarreta duas limitacdes principais citadas
por [Zhao et al. 2023]], as quais motivam este trabalho:

1. Conhecimento estatico: Os modelos estdo limitados ao que aprenderam no mo-
mento do treinamento, ndo sendo possivel solicitar informagdes posteriores ao
corte de conhecimento (cutoff).

2. Alucinacao: Por ndo ter a informagdo clara ou acesso a fatos, o modelo tende a
inventar informacdes para completar o padrao probabilistico de forma plausivel.

2.3. Geracao Aumentada por Recuperacao (RAG)

Tendo em vista as limitacdes supracitadas, [Lewis et al. 2020]] introduziram o conceito
de RAG. O RAG une o conhecimento pré-treinado (memdria paramétrica) com uma
memoria proveniente de um banco de dados externo contendo informacdes atualizadas
sobre determinado contexto (ndo paramétrica).

Essa arquitetura hibrida funciona em duas etapas. O mecanismo de recuperacao
(Retriever) localiza as informacdes mais relevantes em uma base de conhecimento externa
conforme a entrada do usudrio. Apds isso, o mecanismo gerador (Generator) recebe os
documentos concatenados ao prompt original e os utiliza como contexto para formular
uma resposta fundamentada. Essa abordagem permite utilizar o sistema em contextos es-
pecificos simplesmente adicionando novos arquivos a base, eliminando a necessidade de
retreinar a rede neural, o que € invidvel para a maioria das organizacdes [Gao et al. 2023]].

2.4. Recuperacao Vetorial e Embeddings

Para recuperar informagdes baseadas no significado e nao apenas em palavras-chave exa-
tas, utilizam-se os Embeddings. Segundo [Reimers and Gurevych 2019], na proposta do
Sentence-BERT, o objetivo € derivar representacdes vetoriais onde frases semanticamente
similares estejam proximas no espago vetorial.

No processo de indexagdo, os documentos textuais sdo convertidos em vetores
numéricos de tamanho fixo. Quando é feita uma consulta, ela também € vetorizada, tor-
nando possivel calcular a similaridade semantica através de operagdes matemdticas, como
a distancia de Cosseno. Essa abordagem diminui o custo computacional em comparagao
ao uso de modelos BERT puros, viabilizando a recuperagdao em tempo real.



2.5. RAG Modular e Agéntico

O RAG original de [Lewis et al. 2020] € descrito como um fluxo linear (Buscar — Res-
ponder), mas essa arquitetura evoluiu para formas mais complexas de implementacao.
Conforme destacam [[Gao et al. 2023]], as limitacdes da abordagem padrdo (Naive RAG)
impulsionaram a evolucdo para o que é conhecido hoje como Modular RAG.

Diferente do modelo linear, 0 RAG modular possui uma arquitetura composta por
modulos funcionais independentes, o que a torna mais flexivel. Segundo o levantamento,
1sso permite a utilizacdo de estratégias mais avancadas, como o Routing (roteamento) e a
recuperacdo adaptativa. Nesse cendrio, a LLM passa a atuar na orquestracao do sistema,
possuindo autonomia para avaliar a necessidade de busca, reescrever consultas para me-
lhor alinhamento ou selecionar diferentes fontes de dados, adequando-se a complexidade
da entrada do usuério.

2.6. Métricas de Avaliacao e Framework RAGAS

A avaliagdo de sistemas de geracdo de texto, como agentes conversacionais, apresenta de-
safios significativos. Métricas baseadas em n-gramas, como BLEU e ROUGE, calculam
a qualidade verificando quantas palavras a resposta da mdquina tem em comum com uma
resposta humana ideal. Porém, [Liu et al. 2016]] demonstraram que essas métricas basea-
das na contagem de palavras nao funcionam bem em sistemas de didlogos. De acordo com
o estudo, isso ocorre porque, em conversas reais, as respostas corretas possuem diversas
variacdes que ndo usam necessariamente as mesmas palavras.

Para superar essa limitacdo, o framework RAGAS (Retrieval Augmented Gene-
ration Assessment) propoe o paradigma de "LLM como Juiz”’(LLM-as-a-Judge). Nessa
abordagem, utiliza-se um modelo de linguagem avancgado para avaliar semanticamente a
tripla composta por: Pergunta (¢), Contexto Recuperado (c(q)) e Resposta Gerada (as(q)).
Conforme [Shahul Es 2023]], isso permite uma avaliacdo sem a necessidade de respostas
humanas pré-anotadas.

O framework Ragas disponibiliza um conjunto abrangente de métricas para avaliar
diferentes componentes do pipeline RAG, divididas em duas categorias: métricas basea-
das em referéncia (que exigem um gabarito humano ou ground truth) e métricas livres de
referéncia (reference-free).

Dada a proposta deste trabalho de avaliar o sistema em um cendrio de desenvolvi-
mento 4gil, onde a anotacdo manual de gabaritos € custosa ou inexistente, selecionaram-se
para este estudo apenas as métricas capazes de operar exclusivamente com a tripla (Per-
gunta, Contexto, Resposta). A seguir, detalham-se as defini¢des formais das duas métricas
escolhidas que atendem a este critério.

2.6.1. Faithfulness

Essa métrica avalia a consisténcia real da resposta gerada em relagdo ao contexto recu-
perado e serve como principal indicador de alucinacdes. O processo de calculo descrito
pelos autores ocorre em duas etapas:

1. Decomposicao: Uma LLM ¢ utilizada para extrair um conjunto de declaragdes



atomicas S(as(q)) a partir da resposta gerada, decompondo sentengas longas em
afirmacdes curtas e focadas.

2. Verificacao: Para cada declaracdo s;, o modelo verifica se ela pode ser inferida
logicamente a partir do contexto ¢(q).

A pontuacdo de fidelidade (F') é calculada pela razdo entre o nimero de
declaragdes suportadas pelo contexto (|V']) e o nimero total de declaragdes extraidas (|.S|):

y
F=% (1)

2.6.2. Answer Relevancy

Essa métrica mensura o qudo pertinente é a geracao em relacdo a pergunta original e
penaliza respostas incompletas ou redundantes. O célculo ndo avalia a veracidade, mas a
diretividade.

O algoritmo utiliza uma abordagem de engenharia reversa: solicita-se a LLM que
gere n perguntas artificiais (¢;) baseadas exclusivamente na resposta gerada as(q). Em
seguida, calcula-se a similaridade de cosseno (sim) entre os embeddings dessas perguntas
geradas e o embedding da pergunta original q. A pontuagdo final (AR) € a média dessas
similaridades:

n
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Uma pontuacdo alta indica que a resposta gerada € tdo especifica que permite
reconstruir a pergunta original com alta precisao.

No presente trabalho, estes conceitos e métricas foram aplicados para validar o
agente conversacional da plataforma Inithub, submetendo modelos de diferentes familias
(GPT, Gemini e Claude) ao mesmo fluxo de avaliagdo. O processo de implementacdo
do agente, a arquitetura agéntica baseada em grafos e o desenho do experimento sdo
detalhados na préxima secao.

3. Metodologia

Neste capitulo, € feita a descricdo dos procedimentos adotados para o desenvolvimento
do agente conversacional, a estratégia de coleta de dados e o desenho experimental para
avaliar a qualidade das respostas geradas pelas LLMs. A abordagem do experimento se
divide em trés etapas principais: (1) implementacdo da arquitetura agéntica na plataforma
Inithub; (ii) construcdo do dataset contendo interagdes reais e sintéticas; e (iii) aplica¢ao
do pipeline de avaliacdo automatica utilizando o framework Ragas.

3.1. Ambiente Experimental: Plataforma Inithub e Arquitetura Agéntica

Para realizar as validagdes, foi utilizado o Inithub, uma plataforma de iniciativas de
inovacao desenvolvida durante a competicdo académica Pantanal.dev. O sistema fun-
ciona via interface web e se comunica com o servidor através de conexdes baseadas em
WebSocket, implementadas via framework FastAPI.



O agente foi construido utilizando a biblioteca LangGraph, que permite modelar
o fluxo de conversacao como um Grafo de Estados (StateGraph). Essa abordagem fornece
ao sistema a capacidade de orquestragcdo, permitindo que o agente decida dinamicamente
qual ferramenta ou fluxo seguir com base na entrada do usudrio.

O estado da aplicacdo (State) é compartilhado entre diferentes nds de processa-
mento. A estrutura do estado foi definida via Pydantic e armazena o historico de mensa-
gens, os dados da mensagem, os dados da iniciativa (titulo, contexto, tema) e as iniciativas
similares recuperadas.

O fluxo de decisdo e roteamento do agente € descrito formalmente pelo Algo-
ritmo (1} que abstrai a 16gica implementada:

Algoritmo 1 Légica de Decisao e Roteamento do Agente
Entrada: Mensagem do usuario (M), Historico da Sessdo (H)
Saida: Resposta gerada (R)
1: Estado < AtualizarContexto(H, M)
Intencao < Classi ficarIntencao(Estado) > Usa LM para classificar fluxo
Dados <+ Extrair Entidades(Estado) > Identifica titulo, tema, etc.
if Intencao == "Consultar Iniciativa” then
Contexto <— BuscarVetorial(Dados) > Recuperagdo RAG
R < GerarResposta(Contexto, Dados)
else if /ntencao == "Registrar Iniciativa” then
Similar < BuscarVetorial(Dados)
R < GuiarCadastro(Dados, Similar)
else > Fluxo de Direcionamento/Duvidas Gerais
R < ResponderConversa(Estado)
. end if
: return R

D A

—
W N = O

Conforme detalhado no algoritmo, o processamento ocorre nas seguintes etapas
l6gicas:

1. Classificacao de Intencao: A entrada do usudrio é submetida a uma LLM confi-
gurada para saida estruturada, classificando a intengc@o em trés categorias: direci-
onar, consultar ou registrar.

2. Extracao de Entidades: Independentemente da inten¢do, o sistema tenta extrair
informacdes relevantes da mensagem (como tema ou entregaveis) para preencher
o objeto de dominio Initiative.

3. Roteamento Condicional: Com base na classifica¢do, o grafo direciona o fluxo
para um dos nds especialistas:

* Guide: Para dividas gerais e orientacao.

* Find Initiative: Executa o pipeline RAG para buscar iniciativas similares
existentes.

* Register Initiative: Auxilia o usudrio no preenchimento dos campos obri-
gatorios para cadastro.

Dessa forma, isolamos a logica de recuperacdo no n6 de consulta, fazendo com
que seja mais facil substituir e comparar os LLMs sem afetar o restante do sistema.



3.2. Aquisicao e Geracao de Dados

Visando possibilitar uma avaliagdo relevante, construiu-se um conjunto de dados combi-
nando interagdes reais de usudrios com dados sintéticos gerados por automacao.

3.2.1. Coleta de Interacoes Reais

Para a coleta de dados reais, a plataforma foi disponibilizada para um grupo variado de
pessoas (versao demo). Para capturar as interacdes sem interferir na performance da
aplicacdo, desenvolveu-se um mecanismo de interceptaciao baseado no padrao de projeto
Decorator.

O decorador € aplicado aos nds de geracdo de resposta e atua como um mid-
dleware de observabilidade. A cada execucdo bem-sucedida, o decorador captura assin-
cronamente:

* O prompt do usudrio e a resposta gerada pelo agente;
* Os metadados do modelo utilizado (nome e versao);
* O contexto recuperado da base vetorial (RAG);

* O identificador da sessao.

Esses dados foram enviados automaticamente para uma planilha externa (Google
Sheets), persistindo as triplas (pergunta, contexto, resposta) necessdrias para a avaliacdo
reference-free. Nesta etapa, registrou-se a participacao de 26 usudrios distintos.

3.2.2. Geracao de Dados Sintéticos e Automacao

Tendo em vista o baixo volume de amostras reais, foi empregada uma estratégia de au-
mento de dados, simulando usudrios. Para isso, foi desenvolvido um script de automagao
utilizando a biblioteca (Selenium) para interagir diretamente com a interface web do
Inithub.

A automacdo baseia-se em um agente autdnomo, alimentado pelo modelo
gpt—-4o-mini, instruido a simular o fluxo de cadastro de iniciativas. O prompt do
agente definiu personas com diferentes niveis de clareza e objetividade, gerando variacdes
linguisticas e cendrios de testes diversificados.

Visando a coeréncia das simulagdes, o agente foi alimentado com exemplos de
cendrios. A Figura[lI]exemplifica a estrutura das iniciativas, utilizada como base para que
o agente formulasse suas mensagens de cadastro.

Figura 1. Exemplo de cenario semente (Seed Scenario) utilizado na automagao.

"title": "Sistema de Gestdo de Biblioteca Digital",
"theme": "Tecnologia e Educacao",

"context": "A biblioteca usa sistema manual...",
"description": "Plataforma web para reservas...",
"deliverable": "Sistema web completo...",
"evaluation_criteria”: "Reducdo do tempo em 70%."

Fonte: Elaborado pelo autor.



Com isso, acrescentamos 252 mensagens ao dataset, ampliando a base de testes
para a andlise de robustez e consisténcia das métricas.

3.3. Pipeline de Recuperacao e Geracao

O componente central do experimento é o médulo RAG, acionado no né de busca de
iniciativa. O processo de recuperagdo utiliza busca semantica vetorial. As iniciativas
cadastradas no banco de dados foram convertidas em embeddings utilizando o modelo
text-embedding-3-small.

Durante a execucdo, a consulta do usuério € vetorizada e comparada com o banco
vetorial através da similaridade do cosseno. Os documentos com a maior pontuagdo de
similaridade sdo injetados no prompt do sistema como contexto.

A implementac@o desta 16gica pode ser observada no Cédigo [2 que ilustra como
o n6 de busca orquestra a recuperacao dos embeddings e a construcdo do prompt final
enviado ao modelo.

Figura 2. Implementacao do no6 de recuperacao e geracao (RAG).

@decorators.log_node

@decorators.with_prompt ()

@Qdecorators.send_test_case ()

def find_initiative_vl (state: State, prompt_template=None):
initiative = state.get ("initiative")

# 1. Etapa de Recuperacdo (Retrieval)
similar_initiatives = (
backend.find_similar_embeddings (initiative) if initiative else

# 2. Injegdo de Contexto (Augmentation)
prompt_content = (prompt_template or "").format (
SIMILAR_INITIATIVES=similar_ initiatives

# 3. Geracdo da Resposta (Generation)

result = {
"messages": default_llm.invoke (
state["messages"]
+ [
{
"role": "system",
"content": prompt_content,
}
]I
),
"similar_initiatives": similar_initiatives,

}

return result

Fonte: Elaborado pelo autor.



Para avaliar o impacto do modelo gerador, o sistema foi configurado para alternar
dinamicamente entre trés LLMs de ultima geracdo, acessadas via API OpenRouter, um
gateway que unifica o acesso a diferentes familias de modelos.

* OpenAl GPT-5-Chat [OpenAl 2025]]: Selecionado por representar um ’sistema
unificado”que integra capacidades de resposta rapida com um mdédulo de reflexao
estendida (thinking). A documentacdo de lancamento destaca uma redugao signi-
ficativa na taxa de alucinacdes (até 80% menos erros factuais com reflexdo ativa) e
um aprimoramento no cumprimento de instru¢des complexas, fatores criticos para
garantir a fidelidade das respostas no contexto do RAG.

* Google Gemini 2.5 Pro [[Gemini Team, Google 2025]]: Selecionado por sua nova
capacidade de raciocinio estendido (”thinking model”), projetada para lidar com
tarefas complexas antes de gerar uma resposta. Além disso, seu suporte a contex-
tos longos foi um fator determinante, permitindo que o sistema analise um grande
volume de iniciativas recuperadas sem perder informacdes relevantes.

* Anthropic Claude 3.5 Sonnet [Anthropic 2024]: Escolhido por sua capacidade
aprimorada de compreender nuances e seguir instru¢cdes complexas. O modelo
destaca-se na geracdo de textos com tom natural e “relaciondvel”, além de de-
monstrar alta proficiéncia em orquestrar fluxos de trabalho de multiplas etapas
(multi-step workflows), o que € crucial para a tomada de decisdo dentro da arqui-
tetura agéntica do sistema.

3.4. Avaliacao Automatizada com Ragas

Dada a inviabilidade de avaliar manualmente centenas de interag¢des, utilizou-se o fra-
mework Ragas (versdao > (0.2.15) para computar as métricas de qualidade de forma au-
tomadtica e em lote, processando o arquivo CSV consolidado.

Para a execucao deste pipeline de avaliagdo, instanciou-se o0 modelo GPT-40 como
”LLM-Juiz”, responsavel por calcular os scores das métricas selecionadas, conforme de-
talhado na fundamentacao tedrica:

1. Faithfulness: Aplicada para verificar a aderéncia estrita da resposta aos
retrieved_contexts capturados pelo decorador, penalizando alucinagdes
extrinsecas.

2. Answer Relevancy: Aplicada para mensurar a objetividade da resposta em
relacdo ao prompt original do usudrio.

Os escores resultantes, normalizados no intervalo [0, 1], foram agregados por mo-
delo para compor as tabelas de andlise apresentadas no capitulo de resultados.

3.5. Reprodutibilidade e Etica

Visando garantir a transparéncia e a reprodutibilidade deste estudo, os artefatos de soft-
ware e os procedimentos de avaliagdo foram disponibilizados publicamente.

* Codigo Fonte do Sistema: A implementacdo completa do agente e da
plataforma Inithub encontra-se no repositério: https://github.com/
engsoft—-pantanal-dev/inithub/tree/main.


https://github.com/engsoft-pantanal-dev/inithub/tree/main
https://github.com/engsoft-pantanal-dev/inithub/tree/main

* Pipeline de Avaliacao: O notebook contendo a configuracio do Ra-

gas, carregamento dos datasets e o cdlculo das métricas

estad dis-

ponivel em: https://colab.research.google.com/drive/
1LD9yEgcGk7VicU0zE20aYHbPnMVXbCn_?authuser=1#scrollTo=

Ldo8UjEGS5N5uU.

» Etica e Dados: Em conformidade com as boas praticas de pesquisa, os dados cole-
tados durante a demonstracao passaram por um processo de anonimizacao prévia,
removendo identificadores pessoais dos participantes antes do processamento.

4. Resultados

Neste capitulo, serdo apresentados os dados e as estatisticas obtidas apds a execugdo do
pipeline de avalia¢do. Os resultados foram organizados em trés se¢des: andlise estatistica
das métricas nos dados reais e sintéticos, e as observacdes apds a andlise qualitativa ma-

nual.

4.1. Consideracoes Estatisticas

Para apresentar os dados, foram computadas estatisticas descritivas fundamentais para
caracterizar o comportamento dos LLMs. Os indicadores principais foram:

* Média: Indica o desempenho central do modelo na métrica avaliada.
* Mediana: Utilizada para mitigar o impacto de valores extremos (outliers), comum
em LLMs que podem oscilar entre respostas perfeitas e alucinacdes totais.

lores altos indicam comportamento menos previsivel.

Desvio Padrao: Medida de dispersao que indica a estabilidade operacional. Va-

e Minimo e Maximo: Definem a amplitude de qualidade observada nas amostras.

4.2. Desempenho Quantitativo: Dados Reais (Piloto)

O primeiro cenario de avaliagdo compreende as interagdes com usudrios reais (N=26).

4.2.1. Faithfulness (Fidelidade)

A Tabela|l|apresenta os valores obtidos para a métrica de Faithfulness (Fidelidade).

Tabela 1. Estatisticas descritivas da métrica Faithfulness (dados reais).

Modelo Registros Média Mediana Desvio Minimo Maximo
anthropic/claude-3.5-sonnet 1 0.2500 0.2500 — 0.2500  0.2500
openai/gpt-5-chat 5 02260 0.1250 0.2280 0.0000 0.5714
google/gemini-2.5-pro 20 0.1781 0.1389 0.2001  0.0000  0.6667

Observa-se que o Gemini 2.5 Pro foi o modelo predominante no roteamento,
apresentando consisténcia moderada. O GPT-5 Chat, apesar da média superior, demons-

trou maior variabilidade (desvio de 0.2280).
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4.2.2. Answer Relevancy (Relevancia)

Para a métrica de Relevancia da Resposta (Answer Relevancy), os dados sdo detalhados

na Tabela

Tabela 2. Estatisticas descritivas da métrica Answer Relevancy (dados reais).

Modelo Registros Média Mediana Desvio Minimo Maximo
google/gemini-2.5-pro 38 03044  0.2978 0.1817  0.0000  0.7690
anthropic/claude-3.5-sonnet 19 0.3271 0.3168 0.1934  0.0000 0.8167
openai/gpt-5-chat 23 0.3218 0.2963 0.1848 0.0714  0.6562

4.3. Desempenho Quantitativo: Dados Sintéticos (Estendido)

O segundo cendrio apresenta os resultados do teste de estresse com dados sintéticos

(N=252), ampliando a base estatistica.

4.3.1. Faithfulness (Fidelidade)

A Tabela[3|apresenta os resultados de fidelidade neste cendrio.

Tabela 3. Métrica Faithfulness com dados artificiais.

Modelo Registros Média Mediana Desvio Minimo Maximo
google/gemini-2.5-pro 49 0.1726  0.1667 0.2017  0.0000  0.6667
anthropic/claude-3.5-sonnet 57 0.1874 0.0833 0.2321  0.0000  0.8421
openai/gpt-5-chat 52 0.1395  0.0000 0.1917 0.0000  0.6000

Os dados revelam trés perfis distintos de distribuicao de scores:

1. Claude 3.5 Sonnet: Apresentou o maior potencial (maximo de 0.84), mas com

maior instabilidade.

2. Gemini 2.5 Pro: Demonstrou ser o mais robusto, com a maior mediana (0.1667).

3. GPT-5 Chat: Apresentou mediana zero nas interacdes sintéticas.

4.3.2. Answer Relevancy (Relevancia)

Em contrapartida, na métrica de relevancia (Tabela 4), observa-se uma alteracdo na

lideranca dos indicadores.

Tabela 4. Métrica Answer Relevance com dados artificiais.

Modelo Registros Média Mediana Desvio Minimo Maximo
google/gemini-2.5-pro 79 0.4147 0.3812 0.1602  0.0000  0.8457
anthropic/claude-3.5-sonnet 93 0.3871 0.4407 0.2601  0.0000  0.8825
openai/gpt-5-chat 80 0.4637  0.4358 0.1718 0.1391  0.8694




4.4. Achados da Analise Qualitativa

A inspe¢do qualitativa manual, realizada por amostragem das interagdes, identificou
padroes textuais especificos que permitem correlacionar o desempenho com as carac-
teristicas de design dos modelos:

* Padrao de Extrapolacao (Claude): A promessa de “nuance e tom natural”’deste
modelo resultou, na prética, em uma tendéncia a “ajudar demais”. Observou-se
que o Claude frequentemente detalha pontos que ndo estavam no contexto original
para tornar a conversa mais fluida, o que enriquece a experiéncia do usudrio mas
penaliza drasticamente o score de Faithfulness (alucinacio extrinseca).

e Padrao Pragmatico (GPT-5): Refletindo sua caracteristica de “sistema unifi-
cado”focado em resolucgdo, as respostas mostraram-se diretas e utilitdrias. O mo-
delo priorizou responder a duvida do usuério (Alta Relevancia) mesmo quando
o contexto recuperado era insuficiente, utilizando seu conhecimento interno em
detrimento da restricdo documental.

* Padrao Formal (Gemini): Alinhado a sua arquitetura de “’thinking model”com
foco em contextos longos, o Gemini manteve um comportamento conservador.
Suas respostas frequentemente copiavam a estrutura dos documentos recuperados,
resultando na maior estabilidade de fidelidade observada.

5. Discussao

Nesta secdo, interpretam-se os resultados apresentados anteriormente, comparando os
cendrios de teste e analisando o comportamento pratico de cada modelo.

5.1. Convergéncia entre Cenarios Real e Sintético

A andlise conjunta dos dois testes (com usudrios reais e com o robd simulado) mostra
que o uso de dados sintéticos foi eficaz. Eles serviram para confirmar tendéncias que
apareceram no teste piloto, mas que precisavam de mais dados para serem validadas:

» Assimetria do Claude: A instabilidade observada na dnica amostra real do
Claude 3.5 se confirmou e se intensificou com o aumento do volume de dados, va-
lidando a hipétese de que seus picos de qualidade vém acompanhados de variagdes
bruscas (alto desvio padrao).

* Previsibilidade do Gemini: O comportamento “"médio e estdvel’do Gemini 2.5
Pro se manteve consistente em ambas as bases, validando-o como a op¢ado conser-
vadora.

* Evolucao do GPT-5: O modelo mostrou que, embora tenha baixa fidelidade do-
cumental (ignora o contexto com frequéncia), sua capacidade de entregar respos-
tas relevantes melhora substancialmente quando analisada em volume, sugerindo
uma "inteligéncia geral”’superior a sua capacidade de recuperacgdo estrita.

Essa convergéncia aumenta a confianga na interpretagdo global dos resultados e
valida o uso da automacio via gpt—4o-mini como um proxy eficaz para avaliacdo de
sistemas conversacionais.



5.2. Correlacao entre Capacidades Declaradas e Desempenho

Ao confrontar os resultados obtidos com as justificativas de sele¢ao descritas na metodo-
logia, é possivel tracar uma correlacdo direta entre as capacidades arquiteturais de cada
modelo e seu comportamento no pipeline RAG:

1. OpenAl GPT-5-Chat:A documentacio promete reducdo de alucina¢des, mas no
contexto do RAG, o modelo tendeu a confiar mais no seu préprio conhecimento
do que nos documentos fornecidos. Por outro lado, a promessa de “inteligéncia
unificada”se confirmou na métrica de Relevancia: ele foi o0 melhor em entender a
intencao do usudrio e entregar uma solucao pratica.

2. Google Gemini 2.5 Pro: A escolha deste modelo por sua capacidade de raciocinio
(thinking model”) provou-se correta. O processamento extra parece ajudar o
modelo a se ater mais aos documentos enviados, resultando na maior estabilidade
de fidelidade entre os testados.

3. Anthropic Claude 3.5 Sonnet: A caracteristica de “tom natural e hu-
mano”’funcionou de forma contraditéria. Para tornar a conversa mais fluida, o
modelo frequentemente adicionou detalhes que ndo existiam na iniciativa origi-
nal. Ou seja, a tentativa de ser mais "humano”acabou gerando alucinagdes.

5.3. Sintese dos Perfis

Os resultados apontam para uma escolha clara entre criatividade e precisao. A Tabela [
resume os pontos fortes e fracos identificados.

Tabela 5. Sintese do perfil dos modelos avaliados.

Modelo Ponto Forte Ponto Fraco

Claude 3.5 Sonnet Qualidade de escrita (Mdximos) Instabilidade / Alucinag¢do
GPT-5 Chat Relevancia e utilidade Baixa fidelidade ao contexto
Gemini 2.5 Pro Estabilidade e seguranga Menor brilho criativo

Esses perfis indicam aplicacdes distintas. Para sistemas criticos que nao podem
conter erros factuais (como na érea juridica), o Gemini € a escolha mais segura. Para
assistentes focados em gerar ideias, o GPT—5 oferece maior utilidade. Ja o Claude exige
camadas extras de verificagao devido a sua instabilidade.

5.4. Limitacoes e Ameacas a Validade

E importante destacar as limitacdes deste trabalho. A quantidade de usudrios reais foi
reduzida (N=26), o que aumentou a dependéncia dos dados simulados para a anélise.

Além disso, a ferramenta utilizada para avaliar as respostas (0 "Juiz”) € baseada no
GPT-40. Existe a possibilidade de um viés de avaliacao, onde o juiz favorece as respostas
do GPT-5 por terem um estilo de escrita semelhante, o que poderia inflar levemente suas
notas de relevancia.

Por fim, todos os dados coletados foram anonimizados, garantindo a privacidade
dos participantes e a ética da pesquisa.



6. Conclusao e Trabalhos Futuros

Este trabalho teve como objetivo principal analisar como a escolha do Modelo de Lingua-
gem (LLM) influencia a qualidade de um assistente virtual que usa a técnica RAG. Para
isso, o sistema foi implementado na plataforma Inithub e testado tanto com estudantes
reais quanto com dados simulados por computador.

Os resultados mostraram que ndo existe um modelo que seja o melhor em tudo.
Percebeu-se que existe uma troca: ou o modelo é muito fiel ao documento, ou ele € mais
criativo e util. O Google Gemini 2.5 Pro se mostrou a op¢ao mais estavel e se-
gura, ideal para quando o sistema nao pode errar a informag¢ao do contexto. J4 0 OpenAT
GPT-5-Chat foi o que melhor entendeu o que o usudrio queria e deu as respostas mais
diretas, mesmo que as vezes ele tenha ignorado um pouco os documentos para usar seu
proprio conhecimento. O Claude 3.5 Sonnet escreve muito bem, mas seus resul-
tados variaram muito, ora sendo excelentes, ora inventando informacdes, o que exige
cuidado no seu uso.

Além disso, ficou comprovado que usar dados sintéticos (gerados por automacao)
€ uma estratégia valida. Os testes feitos pelo robé mostraram resultados muito parecidos
com os testes feitos por pessoas reais, o que ajuda muito a testar o sistema mais rapido
antes de lancar para o publico.

Como sugestdo para trabalhos futuros, a principal ideia € deixar a plataforma dis-
ponivel por mais tempo. Com mais pessoas usando e cadastrando iniciativas de verdade,
teremos um banco de dados maior para confirmar se esses resultados se mantém a longo
prazo.

Outro passo importante seria criar um conjunto de “respostas ideais”’(gabarito)
escritas por humanos. Hoje, nés avaliamos o sistema sem esse gabarito, mas se tivermos
as respostas certas para comparar, poderemos usar outras métricas do Ragas que dao uma
visdo mais detalhada sobre a qualidade.

Por fim, recomenda-se testar novos modelos que estdo surgindo no mercado, in-
clusive modelos de cddigo aberto que podem ser mais baratos, e também testar novas
formas de escrever os prompts (instru¢des) para tentar corrigir a instabilidade que encon-
tramos no modelo Claude.
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