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Finding All Maximal Contiguous Subsequences
of a Sequence of Numbers in
O(1) Communication Rounds

Carlos Eduardo Rodrigues Alves, Edson Norberto Cáceres, and Siang Wun Song

Abstract—Given a sequence A of real numbers, we wish to find a list of all nonoverlapping contiguous subsequences of A that are

maximal. A maximal subsequence M of A has the property that no proper subsequence of M has a greater sum of values.

Furthermore, M may not be contained properly within any subsequence of A with this property. This problem has several applications

in Computational Biology and can be solved sequentially in linear time. We present a BSP/CGM algorithm that solves this problem

using p processors in OðjAj=pÞ time and OðjAj=pÞ space per processor. The algorithm uses a constant number of communication

rounds of size at most OðjAj=pÞ. Thus, the algorithm achieves linear speedup and is highly scalable. To our knowledge, there are no

previous known parallel BSP/CGM algorithms to solve this problem.

Index Terms—All maximal subsequences problem, maximum subsequence problem, parallel algorithm, coarse-grained

multicomputer, communication rounds

Ç

1 INTRODUCTION

GIVEN a sequence of real numbers, the maximum
subsequence problem consists of finding a contiguous

subsequence with the maximum sum [1]. A more general
problem is the all maximal subsequences problem [2] where we
are interested in finding a list of all nonoverlapping
contiguous subsequences with maximal sums.

These two important problems arise in several contexts
in Computational Biology. Many applications are presented
in [2], for example, to identify transmembrane domains in
proteins expressed as a sequence of amino acids and to
discover CpG islands. Karlin and Brendel [3] define scores
ranging from -5 to 3 to each of the 20 amino acids. For the
human �2-adrenergic receptor sequence, disjoint subse
quences with the highest scores are obtained and these
subsequences correspond to the known transmembrane
domains of the receptor. Csuros [4] mentions other
applications that require the computation of such subse
quences, in the analysis of protein and DNA sequences [5],
determination of isochores in DNA sequences [6], [7], and
gene identification [8]. Pasternack and Roth [9] show an
application that uses maximum subsequence segmentation
to extracting article text from the web.
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Efficient linear time sequential algorithms are known to
solve both problems [10], [1], [2]. Parallel solutions are
known for the basic maximum subsequence problem. For a
given sequence of n numbers, Wen [11], [12] present a
EREW PRAM algorithm for the basic maximum subse
quence problem that takes OðlognÞ time using Oðn= lognÞ
processors. Qiu and Akl [13] develop a parallel algorithm
for several interconnection networks such as the hypercube,
star, and pancake interconnection networks of size p. It
takes Oðn=p þ log pÞ time with p processors. Alves et al. [14]
present a BSP/Coarse-Grained Multicomputer (CGM)
parallel algorithm on p processors that requires Oðn=pÞ
computing time and constant number of communication
rounds. For the all maximal subsequences problem, Dai and Su
[15] present a EREW PRAM algorithm that takes OðlognÞ
time with optimal linear work. A related problem is the
range maximum-sum segment query problem. Given a
sequence of real numbers and any interval of the sequence,
obtain the maximum subsequence of the given interval.
Chen and Chao [16] give a sequential algorithm that
requires linear preprocessing time and constant query time.

In this paper, we present a BSP/CGM algorithm that
solves the all maximal subsequences problem. To our knowl
edge, there are no previous known parallel BSP/CGM
algorithms to solve this problem. Given a sequence A of real
numbers, the proposed algorithm uses p processors and
finds all the maximal subsequences in OðjAj=pÞ time, using
OðjAj=pÞ space per processor, and requiring a constant
number of communication rounds. Unlike the parallel
solution for the basic maximum subsequence problem, it
is not at all intuitive that one can find a parallel algorithm
for the all maximal subsequences problem that requires
only a constant number of communication rounds in which
at most OðjAj=pÞ data are transmitted. Some preliminary
results have been presented in a conference paper [17]
where we gave a sketch of the algorithm. This is an
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